AUTOMATIC SEGMENTATION OF COLORECTAL POLYPS
USING DEEP LEARNING
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INTRODUCTION AND OBJECTIVE

Colorectal cancer (CRC) presents one of the highest incidence rates in developed countries and it is estimated that one person out of ten will suffer CRC along
their lifetime [1]. Colonoscopy is the gold standard technique for detection and treatment of colorectal polyps, precursor lesions of CRC. Fully convolutional
networks (FCN) are currently used in many applications for semantic segmentation with very good results in natural images [2], textures [3] or biomedical
images [4]. The objective of this work is to apply a FCN for automatic segmentation of colorectal polyps in colonoscopic images.

MATERIAL

CVC-EndoSceneStill database has been used [5]. It consists of 912 colonoscopic images, which have been manually segmented, and is part of a benchmark.
U-Net [4] is the selected FCN, which has been modified to add batch normalization along the whole network. This network has been selected as it has been
used for medical imaging segmentation tasks with great success.

METHODS

The database has been split into training (547 images), validation (183 images) and test (182 images) sets, as indicated in [5]. Due to the limited size of
the training set, data augmentation has been used (vertical and horizontal flip, width and height shift, rotation and zoom) to increase variability of the set.
For training, Adam optimizer has been used, with He-normal weight initialization, learning rate equal to 0.0001 and 100 epochs. To assess segmentation,
metrics indicated in the benchmark [5] have been calculated: intersection over union (IoU) and mean global accuracy (MGA). The network has been
implemented in Keras using Tensorflow as backend and training has been performed in and NVIDIA GTX 1080 GPU with 8GB memory.

RESULT DISCUSION

After training the network, IoU equal to 61.17% and MGA equal to 93.37% have been obtained for the test set. Figure 1 shows some segmentation results.
These results are comparable to other published works in the field with different networks [5], [6]. Difference in the value of both metrics is due to the
inclusion (MGA) or not (IoU) of the background class. If detection threshold is set to IoU>50%, U-Net correctly detect 60% of polyps in the test set. Although
in line with other state-of-art works, our results might be improved by applying transfer learning (using natural or medical images), but they set the
adequacy of U-Net for polyp segmentation and detection. Furthermore, using a larger publicly available dataset of colorectal polys would allow for a better
trained model.

Figure 1. Ground truth (a) and segmentation at IoU=97% (b) and ground truth (c) and segmentation at IoU=60% (d)
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